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Class Representatives

I Master program meeting November 2, 14-16
I For students and staff

I Each class should have three representatives

I Elect them somehow, and let Mats know who they are!
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The Name of the Game

Computational Linguistics (CL)

I Study of natural language from a computational perspective

Natural Language Processing (NLP)

I Study of computational models for processing natural
language

[Human] Language Technology ([H]LT)

I Development and evaluation of applications based on CL/NLP

[Natural] Language Engineering ([N]LE)

I Same as [H]LT but obsolete?

Often used synonymously!
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An Interdisciplinary Field

Linguistics

I Theory, language description, data analysis (annotation)

Computer science

I Theory, data models, algorithms, software technology

Mathematics

I Theory, abstract models, analytic and numerical methods

Statistics

I Theory, statistical learning and inference, data analysis
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Linguistics

F. de Saussure

(1857–1913)

L. Bloomfield

(1887–1949)

N. Chomsky

(1928–)

I Structuralist linguistics (1915–1960)
I Language as a network of relations (phonology, morphology)
I Inductive discovery procedures

I Generative grammar (1960–)
I Language as a generative system (syntax)
I Deductive formal systems (formal language theory)
I NLP systems based on linguistic theories
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Linguistics

I Recent trends (1990–):
I Language processing (psycholinguistics, neurolinguistics)
I Strong empiricist movement (corpus linguistics)
I NLP systems based on linguistically annotated data

I Theoretical and computational linguistics have diverged

Interaction between Linguistics and Computational Linguistics:
Virtuous, Vicious or Vacuous? (Workshop at EACL 2009)
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Computer Science

Alan Turing

(1912–1954)

Herbert Simon and John Newell

(1916–2001) (1927–1992)

I Theoretical computer science
I Turing machines and computability (Church-Turing thesis)
I Algorithm and complexity theory (cf. formal language theory)

I Artificial Intelligence
I Early work on symbolic logic-based systems (GOFAI)
I Trend towards machine learning and sub-symbolic systems
I Parallel development in natural language processing
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Mathematics

I Mathematical model
I Description of real-world system using mathematical concepts
I Formed by abstraction over real-world system
I Provide computable solutions to problems
I Solutions interpreted and evaluated in the real world

I Mathematical modeling fundamental to (many) science(s)
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Mathematics

I Real-world language technology problem:
I Syntactic parsing: sentence ⇒ syntactic structure
I No precise definition of relation from inputs to outputs
I At best annotated data samples (treebanks)

I Mathematical model:
I Probabilistic context-free grammar G

T ∗ = argmax
T :yield(S)=T

PG (T )

I T ∗ can be computed exactly in the model
I T ∗ may or may not give a solution to the real problem

I How do we determine whether a model is good or bad?

Language Technology: Research and Development 9(25)



Statistics

Probability theory

I Mathematical theory of uncertainty

Descriptive statistics

I Methods for summarizing information in large data sets

Statistical inference

I Methods for generalizing from samples to populations
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Statistics

I Probability theory
I Framework for mathematical modeling
I Standard models: HMM, PCFG, Naive Bayes

I Descriptive statistics
I Summary statistics in exploratory empirical studies
I Evaluation metrics in experiments (accuracy, precision, recall)

I Statistical inference
I Estimation of model parameters (machine learning)
I Hypothesis testing about systems (evaluation)
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Language Technology R&D

Sections in Transaction of the ACL (TACL):

I Theoretical research

– deductive approach

I Empirical research

– inductive approach

I Applications and tools

– design and construction

I Resources and evaluation

– data and method
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Theoretical Research

I Formal theories of language and computation

I Studies of models and algorithms in themselves

I Claims justified by formal argument (deductive proofs)

I Often implicit relation to real-world problems and data
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Theoretical Research

Satta, G. and Kuhlmann, M. (2013)

ad⇤ ah

�1 �2 �3 �4

tU;ad⇤ tLL;ad⇤ tLR;ad⇤

rule (19)rule (20)

Figure 8: Decomposition of tU;ah
as in Figure 7, with

highlighted application of rules (19) and (20).

We start by observing that yd.tad⇤ / splits
yd.tU;ah

/ into at most four substrings �i ; see Fig-
ure 7.2 Because of the well-nested property, within
the tree tU;ah

each dependent of ah other than ad⇤

has a yield that is entirely placed within one of the
�i ’s substrings. This means that each substring �i

can be parsed independently of the other substrings.
As a first step in the process of parsing tU;ah

, we
parse each substring �i . We do this following the
parsing strategy specified in ê6.4. As a second step,
we assume that each of the three fragments resulting
from the decomposition of tree tad⇤ has already been
parsed; see again Figure 7. We then ‘merge’ these
three fragments and the trees for segments �i ’s into
a complete parse tree representing tU;ah

. This is
described in detail in what follows.

We assume that ah is placed at the left of the gap
of tU;ah

(the right case being symmetrical) and we
distinguish four cases, depending on the two ways in
which tad⇤ can be split, and the two side positions of
the head ad⇤ with respect to gap.tad⇤ /.

Case 1 We assume that tad⇤ can be split into trees
tU;ad⇤ , tLL;ad⇤ , tLR;ad⇤ , and the head ad⇤ is placed
at the left of gap.tad⇤ /; see again Figure 7.

Rule (19) below combines tLL;ad⇤ with a parse for
segment �2, which has its head ah placed at its right
boundary; see Figure 8 for a graphical representation
of rule (19). The result is an item of the new type HH.
This item is used to represent an intermediate tree
fragment with root of block-degree 1, where both the
left and the right boundaries are heads; a dependency

2According to our definition of m.tah
/ in ê3.2, �3 is always

the empty string. However, here we deal with the general formu-
lation of the problem in order to claim in ê8 that our algorithm
can be directly adapted to parse some subclasses of lexicalized
tree-adjoining grammars.

ah

ad⇤

�1 �2 �3 �4

tU;ad⇤
tLL;ad⇤

tLR;ad⇤

rule (22) rule (23)

Figure 9: Decomposition of tU;ah
as in Figure 7, with

highlighted application of rules (22) and (23).

between these heads will be constructed later.

Œi; i 0; �; �; i C 1ç0 Œi 0; j ; �; �; j ç0
Œi; j ; �; �; j çHH (19)

Rule (20) combines tU;ad⇤ with a type 0 item rep-
resenting tLR;ad⇤ ; see again Figure 8. Note that this
combination operation expands an upper tree at one
of its internal boundaries, something that was not
possible with the rules specified in ê5.5.

Œi; j ; p0; q; j çU Œp; p0; �; �; j ç0
Œi; j ; p; q; j çU (20)

Finally, we combine the consequents of (19)
and (20), and process the dependency that was left
pending in the item of type HH.

Œi; j 0; p; q; j 0çU
Œj 0 � 1; j ; �; �; j çHH

Œi; j ; p; q; j çU

˚
aj ! aj 0 (21)

After the above steps, parsing of tU;ah
can be com-

pleted by combining item Œi; j ; p; q; j çU from (21)
with items of type 0 representing parses for the sub-
strings �1, �3 and �4.

Case 2 We assume that tad⇤ can be split into trees
tU;ad⇤ , tLL;ad⇤ , tLR;ad⇤ , and the head ad⇤ is placed
at the right of gap.tad⇤ /, as depicted in Figure 9.

Rule (22) below, graphically represented in Fig-
ure 9, combines tU;ad⇤ with a type 0 item represent-
ing tLL;ad⇤ . This can be viewed as the symmetric
version of rule (20) of Case 1, expanding an upper
tree at one of its internal boundaries.

Œi; j 0; p; q; p C 1çU Œj 0; j ; �; �; p C 1ç0
Œi; j ; p; q; p C 1çU (22)

275

Efficient Parsing for Head-Split Dependency Trees.
Transactions of the Association for Computational Linguistics 1, 267–278.

I Contribution:
I Parsing algorithms for non-projective deendency trees
I Added constraints reduce complexity from O(n7) to O(n5)

I Approach:
I Formal description of algorithms
I Proofs of correctness and complexity
I No implementation or experiments
I Empirical analysis of coverage after adding constraints
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Empirical Research

I Empirical studies of language and computation

I Studies of models and algorithms applied to data

I Claims justified by experiments and statistical inference

I Explicit relation to real-world problems and data

Language Technology: Research and Development 15(25)



Empirical Research
constraints. Since it is not possible to generate
projected token constraints for our monolingual
treebanks, we train all models in this subsection
on the 500K-tokens datasets sampled from the bi-
text. As a baseline, we first train HMM and CRF
models that use only projected token constraints
(ỹHMM+C+L and ỹCRF+C+L). As shown in Table 2,
these models underperform the best type-level model
(YHMM

union +C+L),10 which confirms that projected to-
ken constraints are not reliable on their own. This
is in line with similar projection models previously
examined by Das and Petrov (2011).

We then study models with coupled token and type
constraints. These models use the same three dictio-
naries as used in §4.2, but additionally couple the
derived type constraints with projected token con-
straints; see the caption of Table 2 for a list of these
models. Note that since we only allow projected tags
that are licensed by the dictionary (Step 3 of the trans-
fer, §2.3), the actual token constraints used in these
models vary with the different dictionaries.

From Table 2, we see that coupled constraints are
superior to token constraints, when used both with
the HMM and the CRF. However, for the HMM, cou-
pled constraints do not provide any benefit over type
constraints alone, in particular when the projected
dictionary or the union dictionary is used to derive the
coupled constraints ( bYHMM

proj. +C+L and bYHMM
union +C+L).

We hypothesize that this is because these dictionar-
ies (in particular the former) have the same bias as
the token-level tag projections, so that the dictionary
is unable to correct the systematic errors in the pro-
jections (see §2.1). Since the token constraints are
stronger than the type constraints in the coupled mod-
els, this bias may have a substantial impact. With
the Wiktionary dictionary, the difference between the
type-constrained and the coupled-constrained HMM
is negligible: YHMM

union +C+L and bYHMM
wik. +C+L both av-

erage at an accuracy of 82.8%.
The CRF model, on the other hand, is able to take

advantage of the complementary information in the
coupled constraints, provided that the dictionary is
able to filter out the systematic token-level errors.
With a dictionary derived from Wiktionary and pro-
jected token-level constraints, bYCRF

wik. +C+L performs
10To make the comparison fair vis-a-vis potential divergences

in training domains, we compare to the best type-constrained
model trained on the same 500K tokens training sets.
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Figure 4: Relative influence of token and type constraints
on tagging accuracy in the bYCRF

wik. +C+L model. Word types
are categorized according to a) their number of Wiktionary
tags (0,1,2 or 3+ tags, with 0 representing no Wiktionary
entry; top-axis) and b) the number of times they are token-
constrained in the training set (divided into buckets of
0, 1-9, 10-99 and 100+ occurrences; x-axis). The boxes
summarize the accuracy distributions across languages
for each word type category as defined by a) and b). The
horizontal line in each box marks the median accuracy,
the top and bottom mark the first and third quantile, re-
spectively, while the whiskers mark the minimum and
maximum values of the accuracy distribution.

better than all the remaining models, with an average
accuracy of 88.8% across the eight Indo-European
languages available to D&P and LG&T. Averaged
over all 15 languages, its accuracy is 84.5%.

5 Further Analysis

In this section we provide a detailed analysis of the
impact of token versus type constraints and we study
the pruning and filtering mistakes resulting from in-
complete Wiktionary entries in detail. This analysis
is based on the training portion of each treebank.

5.1 Influence of Token and Type Constraints

The empirical success of the model trained with cou-
pled token and type constraints confirms that these
constraints indeed provide complementary signals.
Figure 4 provides a more detailed view of the rela-
tive benefits of each type of constraint. We observe
several interesting trends.

First, word types that occur with more token con-
straints during training are generally tagged more
accurately, regardless of whether these types occur

9

Täckström, O., Das, D., Petrov, S., McDonald, R. and Nivre, J. (2013)
Token and Type Constraints for Cross-Lingual Part-of-Speech Tagging.
Transactions of the Association for Computational Linguistics 1, 1–12.

I Contribution:
I Latent variable CRFs for unsupervised part-of-speech tagging
I Learning from both type and token constraints

I Approach:
I Formal description of mathematical model
I Statistical inference for learning and evaluation
I Multilingual data sets used in experiments
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Applications and Tools

I Design and construction of LT systems

I Primarily end-to-end applications (user-oriented)

I Claims often justified by proven experience

I May include experimental evaluation or user study
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Applications and Tools

Gotti, F., Langlais, P. and Lapalme, G. (2014)
Designing a Machine Translation System for Canadian Weather Warnings:
A Case Study. Natural Language Engineering 20(3): 399–433.

I Contribution:
I In-depth description of design and application development
I Extensive evaluation in the context of application (real users)

I Approach:
I Case study – concrete instance in context
I Semi-formal system description (flowcharts, examples)
I Statistical inference for evaluation
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Resources and Evaluation

Resources

I Collection and annotation of data (for learning and evaluation)

I Design and construction of knowledge bases (grammars,
lexica)

Evaluation
I Protocols for (empirical) evaluation

I Intrinsic evaluation – task performance
I Extrinsic evaluation – effect on end-to-end application

I Methodological considerations:
I Selection of test data (sampling)
I Evaluation metrics (intrinsic, extrinsic)
I Significance testing (statistical inference)
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Resources and Evaluation

Chen, T. and Kan, M.-Y. (2013)
Creating a Live, Public Short Message Service Corpus:
The NUS SMS Corpus. Language Resources and Evaluation 47:299–335.

I Contribution:
I Free SMS corpus in English and Chinese (> 70,000 msgs)
I Discussion of methodological considerations

I Approach:
I Crowdsourcing using mobile phone apps
I Automatic anonymization using regular expressions
I Linguistic annotation as future plans
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Language Technology as a Science

I Scientific reasoning
I Deduction common in theoretical research
I Induction underlies machine learning and statistical evaluation
I Inference to the best explanation in experimental studies

I Scientific explanation
I Explanations based on general laws are rare
I Explanations based on statistical generalizations are the norm

I Reproducibility/replicability
I Important in theory but problematic in practice
I Recent initiatives to publish data and software with papers

Fokkens et al. (2013) Offspring from Reproduction Problems: What

Replication Failure Teaches Us. In Proceedings of ACL, 1691–1701.
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Ethics for NLP

I Receiving increasingly more attention!
I Some issues: (Hovy and Spruit, 2016)

I Exclusion
I Overgeneralization
I Topic exposure problems
I Dual-use problems

I 1st workshop on Ethics in NLP, 2017
(http://www.ethicsinnlp.org/)
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Science or Engineering?

I Is NLP/CL science or engineering?
I Characteristics of science: (Overton opinion)

1. It is guided by natural law
2. It has to be explanatory by reference to nature law
3. It is testable against the empirical world
4. Its conclusions are tentative, i.e. are not necessarily the final

word
5. It is falsifiable

Language Technology: Research and Development 23(25)



Coming up

I Take home exam
I Handed out: September 22
I Deadline: September 29
I Studentportalen used for handing out and submitting

I Literature seminars: now (nearly) finalized
I 2–3 articles to read for next Wednesday/Thursday
I Check the schedule for updates!
I Everyone is expected to contribute to discussions!
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Reminder deadlines etc.

I All course deadlines are strict!

I Hand in to studentportalen at the latest 23.59. Then it closes.

I Extra deadline 1 month after original deadline (not
recommended!)

I If you cannot respect a deadline due to extraordinary
circumstances, discuss this with your teacher well before the
deadline. No exceptions will be given after the deadline!

I Take home exam:
I Individual examination
I No cooperation
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