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Abstract

This paper presents a system for automatic anoatafi vocational signals in 19th century Swedisbsprfiction. Besides vocation
identification, the system assigns gender (mateafe, unknown) to the vocation words. Since gemamprominent attribute difst
nameswe apply a named-entity recognizer (NER) that disssname gazetteers where each name has beearsgipzed gender,
which aids gender assignment to vocations with omkngender if appropriate context is available.al¢® use a statistical modelling
method, conditional random fields (CRF), for learngiegnder-assigned vocations in combination withréiselts of the NER and other
pattern matching techniques. The purpose of thikgato develop and apply tools to literature a&samns to expand our understanding
of history in the area of literature-based gendadliss, e.g. investigate how women enter literatwtéch functions do they assume
and their working patterns. Vocation identificaticen be used amesuch indicator for achieving some these goals.

) fiction have been analyzed in historical research b

1. Introduction current development in digital humanities certaimhens
We present a system for the automatic annotation ofnew possibilities. Vocation identification can bsed as
vocational signals in Swedish text, namely 19thtwsn one such indicator for achieving some these goals.
prose fictionVocationin this context is used as a single or
multi word expression term intended to capture the 2- Background
(professional) activities with which one occupiegself, During the last decade there has been a lot orelsen
such as employment or other, wider, forms of prtisac ~ applying automatic text analytic tools to annotaterich
occupations not necessarily paid. Therefeoeation is and mine historical material in various languaged fr
used here in a rather broad sense since we doaritto several reason®iptrowski, 2012; Rutner & Schonfeld,
disallow word candidates that might not fit in aicdt 2012; Jockers, 2013). The focus behind such researoh is t
definition of the term. reduce the time consuming, manual work that isrofte

Apart from vocation identification, the described carried out by historians and other literature $atsp in
system assigns gender, i.e. male, female or unkntovn  order to identify e.g. semantic associations, gende
the vocations by using various techniques. Formst, patterns and features or human networks (Agarwal,et
heuristics applied on hand-coded rules that use2012). Sanchez-Marco et al. (2011) present an appro
information based on personal pronouns, gendelifigear to part-of-speech that extends the coverage of a
adjectives and gender-bearing suffixes. Since geisde contemporary part-of-speech tagger to a histoviagkty
prominent attribute for a very large numbefist names, of old Spanish by expanding the lexicon with higtalr
we apply a named-entity recognition (NER) component forms. Pennacchiotti & Zanzotto (2008) investigates
that uses a first name gazetteer with 15,000r&stes, in modern Italian Natural Language Processing (NLBIsto
which each name has been pre-assigned gendewafis such as parsers, perform on historical texts. Mario
if appropriate context is available, the NER cahgegnder  customization methods, such as manually building
assignment of vocations withunassigned gender. lexicons for different time periods or leveragingmally
Moreover, we also use conditional random fields FCR annotated corpora, showed performance improvements.
Lafferty et al., 2001), a statistical modelling imad, i.e. Closer to our goals is the research by Petterssbiivge
for learning gender-assigned vocations in combamati (2011); Fiebranz et al. (2011) and Pettersson et al. (2012)
with the results of the rule-based system and tBR.N who in cooperation with historians, study what nagal

The purpose of this work is to use literature aamse  women did for a living in the Early Modern Swedish
to expand our understanding of history by applying society (1550-1800).
macroanalytic techniques in order to investigatav ho .
women enter literature as characters, which funstdo 3. Materials and Methods
they assume and their working patterns. The rekearc The data we use in this work is a database of 18-19
questions themselves are not new, but in fact aktatithe century Swedish Prose Fiction — SPF — (for furthetails
field of gender studies. From a historical poinviefiv, the  see here: kttp:/spf1800-1900>). The main part of this work
19th century in Sweden is a period with a dramatic involved the construction and adaptation of seviesdtal
restructuring of gender relations in formal indidns and semantic resources (tested) for modern Swealigte
such as the civil law, and also a period where thelanguage of SPF and algorithmic resources thathese
separation of home and workplace came to redefiee t for automatic labeling. As a starting point we usesteral
spatial arenas for human interaction. Singular wark hundreds of lexical units of relevant frames, suah



Medical_professionalsand People_by origin from the noun suffixes or head words of compounds are gender
Swedish FrameNet fp://spraakbanken.gu.se/eng/swefn>).  bearing; e.g. suffixes -erskaor -inna designate female
These lexical entries not only describe vocatiamssome  gender; e.g. tvatterska ‘laundress’ orvardinna ‘hostess’
are more general. Semi-automatically, all entriesrew are assigned female gender because of their gender
assigned two features. The first was gender {Meédenale, bearingsuffixes; gender bearing head words are also used
Unknown}, based on e.g., typical gender bearingix®g  for gender assignment; e.g. bonddru [bonde+fru]
or head words in compound forms, and the second wapeasant wife’.
Vocation or other related labels that describe various ) )
human qualities, such @erformer All labels originate 4. Results and Discussion
from the FrameNet. Moreover, we collected and stined  The fact that a large number of vocations in théctd
other related terms, i.e. not only vocation bubadther resources have been assigngnknowngender implies
types of both generic and more specific ones tiditate  that processing requires to heavily relying on @ujd
person activities or relationship indicators, sasKinship.  context to assign proper gender. This fact is maoon
The resulting lexicon contains over 18,000 term$ased  the results of e.g. the CRF evaluation, in whickcjgion
for rule based pattern matchirg$% of all vocations inthe was 87.31%, recall 57.69% and f-score 69.47%. Riffe
lexical resources have been assighsitknown gender.  techniques have been tested, but still, a largebeurof
During processing we also use NER (only persorvocation matches remains with unknown gender, Berot
identification) and post-NER pattern matching id@rto  more elaborated ways to identify gender using diss®
assign gender to vocation words for which gender ignformation are required, e.g. CRF is used withad#f
marked asUnknown First, a name gazetteer is used tofeatures, new/more features might be necessagsto t
assign gender to many vocation labels, for whicirth Also, various problems could be identified duritig a
surface characteristics do not reveehdgr; e.g., bonden  stages. The most serious has been that a largeenwhb
Petter‘(the) farmer Petter’, here the NER will recognize vocations are assignéthknowngender since there is no
Petter as human and male, information that will bereliable context (at the sentence level) that camnged.
propagated to the vocation wofdrmer, a term without Moreover, we have been restrictive to hard codelgen
encoded gender, which will get the same gendertsas ifor certain vocations in the resources, although, i
appositivePetter We also use a complementary statisticalprinciple, considering the nature of the texts,owald by
modelling method, CRF, for learning gender-assignediefault assign gender to a large number of these
vocations in combination with the results of thierbased  vocations. E.g., a number of military-related vomad,
system and the NER (the vocation words togetheh wit such agdjtnant ‘lieutenant’ are assignagdnknowngender
basic features such as n-grams and word shapeegieas in the lexicon, although these, predominantly, retfe
features for the learner). For that purpose we th'®e males in the novels. Identical singular and pléoedins of
Stanford CRF software (Finkel et al., 2005). A ms@ of  vocation terms are yet another problem, galitiker
the CRF is for identifying vocations not capturedthe  ‘politician’ or ‘politicians’. Part of speech anration
previous techniques, which have very high precisionmight have helped to eliminate the plural forms, ibis
Training is based on a sample of 80,000 pre-anedt@hd  currently not used. Also, more elaborative modeisicd
manually inspected tokens (by the first author).e Th be used to first determine who the personal prosoefer
annotated sample was randomly selected from; 8 to before an attempt could be made to assign the
automatically annotated by the rule based and NERronoun’s gender to a vocation word with unknows.on
components, and then sentences with at least one To conclude, in this work we have applied automatic
annotation were selected, manually inspected, cme text analytic techniques in order to identify vdoat
and used for training (60,000) and testing (20,000) signals in 19th century prose fiction. Our goal hasn to
Since not all vocation annotations get gender reduce the time consuming, manual work that is lsua
assignment we use hand-coded rules for gendercarried out by historians and other literature &miso in
disambiguation. The heuristics applied in theseesul order to e.g. identify gender patterns and semantic
include information on the usage of personal prospu  associations. For future work we would like to explin
gender-bearing adjectives and gender-bearing esffix more detail the variation of both the performanté¢he
E.g., personal pronouns such fens ‘his’ and hennes  processing steps and also compare the resultssaomes
‘her’ are used for that purpose if they appeareltsa periods and authors’ gender. Having as a starigf phe
vocation, e.gfiskaren ochthans barn ‘the fisherman and  described work we also want to investigate how is
his children’, herdiskarenis identified as a vocation but women’s work and economic activities represented in
with unknown gender which at this stage is assignaktt prose fiction, and if there is a difference in hoften male
since the pronourhans is male and refers to the andfemale characters are mentioned with an ocicunzt
fisherman. Many older forms of Swedish adjectiveésev  title and compare this longitudinally. Deeper asiy
gender bearing; e.g. adjectives ending ire designate  could provide interesting insights on the naturevhfch
male gender. For exampldattige bonden ‘the poor  types of person activities are used by differerthars,
farmer’, herebondenis identified as a vocation with and thus confirm or reject established hypothesesita
unknown gender which is assigned male since thethe kind of vocabulary used; e.g. do male authors use
adjectivefattige is designating a male head noun. Many more vocation or kinship labels?
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