Automatic speech recognition in media asset management
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Abstract
This contribution describes on-going development work on a media asset management (MAM) system, capable of automatically transcribing ingested video and audio. The MAM system invokes LIUM for segmentation, followed by the ASR toolkit CMU Sphinx for transcription. We list three practical aspects of ASR that we find particularly challenging, with the hope of attracting interest in these from the national language technology community.

1. Background
Media asset management (MAM) systems are specialized databases for media assets, e.g. video, audio, and image files. They are commonly used by broadcasters to support collaborative workflows and to automate tasks such as cataloging, transcoding, distributing, and retrieving media. To facilitate search, the assets are annotated with descriptive metadata at the time of ingestion into the system. Modern MAM systems are expected to handle large quantities of data. The BBC digital archive alone contains material dating back to 1890, and offers 1 million hours of playable material (Kiss, 2010). By 2018, global IP traffic is predicted to exceed 1.6 zettabytes per year, out of which 79 per cent will be video (CVNI, 2014).

Due to the increasing size of the data sets, there is a shift from manual to automated metadata annotation. For some combinations of asset and label, the transition is straightforward. For instance, the time and location a video was shot can typically be read from the camera, and there are efficient algorithms to detect scene changes and assess image quality. Then there is information that is harder to get at, and in this category, an accurate transcription is perhaps the most important. Not only is a transcription valuable in itself, as it allows free-text search, but it is extremely helpful in subtitling and other post processing steps. We may for instance want to summarize a political debate, tag segments with over-arching themes, or do named-entity extraction to generate appropriate second-screen content. For all these purposes, it helps to start from a high-quality text.

The authors are currently involved in the development of a commercial MAM system that, among other things, automatically transcribes speech in video. The approach consists of (i) a preprocessing step, in which the input audio content is segmented into sentences using the open-source tool LIUM Speaker Diarization (Meignier and Merlin, 2010), (ii) the automatic transcription with CMU Pocketsphinx 0.8 (Lee et al., 1990), and finally (iii), a manual post-processing step to correct mistakes and add descriptive tags. A screenshot of an early version of the post-processing tool is shown in Figure 1. The user edits the transcription in real time, and the result is stored as time-stamped metadata.

The proposed MAM system is not the first with ASR capabilities. Due to the complexity of the task, this functionality is almost always provided by a third party different from the MAM vendor. When a new video is entered into the MAM system, the audio track is uploaded to some cloud-based ASR system for transcription, BBC’s audio-analysis platform Comma and Vocapia’s SaaS service VoxSigma being two notable examples. This kind of distributed architecture is tractable because the audio track is typically small compared to the entire video file, so the network usage need not be overwhelming. However, many customers have privacy policies that prevent data from leaving their premises. On-site installations are therefore also relevant, and it is towards this latter category that we aim.

2. Challenging aspects
Our customers are typically interested in ASR either because they want to reduce the cost of producing subtitles for new material, or because the want to make banks of existing material searchable. In both cases, they expect precision to be near perfect before they are willing to make the investment, so quality is of the highest concern. In the following, we list some aspects that we find particularly challenging.

2.1 Corrective feedback
Even the best of ASR systems will sometimes make mistakes. This can either be due to missing entries in the dictionary, which can never be complete for human language, or due to the language and acoustic models. A somewhat amusing example of the first kind is when CMU Sphinx, with the default dictionary, thinks that Samuel L. Jackson is saying how I would send an enema, rather than Hollywood cinema. Mistakes like these are discovered and corrected during in the post-processing step, by manually rewriting the transcription. Once the ASR system has ‘misheard’ a word, the n-gram model tends to put it off track until the start of a new sentence. We would therefore like to see an ASR system that would start from a partial, user-provided, transcription, and take this as certain in all probability calculations. Such a system could, if it was fast enough, be invoked every time the user corrected an error, and would hopefully discover the subsequent errors by itself.
2.2 Structured language models

Another way to improve accuracy would be to use a more structured language model than n-grams, one that also took into account the grammatical structure of what was being said. The advantage would be that the system could recover from an error sooner, perhaps at the beginning of the next phrase or clause. It is clear that the language model in question would have to be extremely robust to cope with noise and uncertainty in the input. For this reason, formalisms such as probabilistic phrase-structure grammars are probably not appropriate. There are however more recent alternatives that may be worth investigating, for example probabilistic lexicalized tree-insertion grammars (Schabes and Waters, 1995; Hwa, 1998).

We believe that grammatically correct sentences, with appropriate punctuation and capitalization, would improve the user experience, even if the total number of correct words is unchanged. It would also be interesting to know if quality could be improved by first finding the verbs of a sentence, and then growing clauses around them. About a seventh of the approximately 170 000 words in current use in the second edition of the Oxford English Dictionary are verbs, so one could consider using CMU Sphinx to mark these out, and then use Kaldi speech recognition toolkit, which is supposedly good for large-vocabulary ASR (Povey et al., 2011), to fill in the blanks between.

2.3 Automatic quality assessment

The final challenge that we want to mention here is that of automatically detecting poor transcription. There may not be time to manually check the entire transcription, so it would be nice if the system notified the user when the likelihood for a segment is particularly low. The CMU Sphinx does assign a score to its transcriptions, but it appears that this score is largely determined by the length of the transcribed sentence. In addition, the next-best sentences offered are rarely an improvement. Automatic assessment is a difficult problem, but if the same unlikely word sequence appears several times in a transcription, then there is reason to believe that there is a word missing in the dictionary. Compare for example the transcribed want horsemen agencies with the actual and more likely law enforcement agencies in a speech by Barack Obama from 2007 (see Fig. 1).
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