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Abstract

We propose an approach to syntax-driven text search based on tree transducers. The main idea is to use interactive learning to let users design syntax-based queries without having to know anything about either natural language syntax or tree transducers. This method has previously been successfully applied in the area of web wrapper generation.

1. Introduction

We all use keyword-driven text search on a daily basis and it has become quite refined. Still, for some tasks, it is not very practical. Imagine, for example, that you want to pose queries such as the following.

- How frequently does author A use dependent clauses?
- Find all examples of sentences in text T where the word “well” is used as an adjective. (As in, e.g., “she looks well”.)
- In which contexts is the Swedish verb “lämna” used as intransitively?

For such a search to be efficient, it has to be syntax-driven. We propose a system for just such queries. In order to make it useful even for non-linguists the inner workings of the system will be hidden to the user. Assume that the user wants to search for (parts of) sentences that have property $P$. She would then load a text into the system. This text will internally be parsed and annotated with syntax trees. The user would then highlight a number of sentences that have property $P$. Based on this, the system produces a tree transducer that generalizes the given set of sentences, searches the text and presents the user with all sentences that are selected by the transducer. Most likely, the system will not find all sentences with property $P$ and will, additionally, select some sentences that do not have property $P$. The user can now tell the system which selected sentences are false positives and also provide it with additional sentences that have property $P$. Based on this, the tree transducer is refined and the process is iterated until the user is satisfied with the result. In the end, the user will have trained the transducer to recognise property $P$ or at least something very close to $P$. This transducer can now be used to search for sentences with property $P$ in other texts.

In other words, the system we propose is based on interactive learning of node-selecting tree transducers. This approach has previously been used by Carme et al. (2007) in the area of web wrapper generation.

The goal of the current work is to evaluate the feasibility and usefulness of an interactive learning approach based on tree transducers in NLP. One of the main questions is whether the encouraging results achieved in the area of web wrapper induction can be transferred to search in less structured domains, such as syntax trees and what adaptations are necessary. For instance, in the web wrapper setting, unranked trees are the natural choice, while in the NLP setting, it is unclear whether ranked or unranked trees are more suitable in practice.

The intended users of the proposed system are scholars in the humanities and social sciences, as well as language educators and students. Such users can be expected to be interested in, and know something about, grammatical phenomena, but not necessarily familiar with the grammatical frameworks used by linguists and computational linguists.

2. Interactive learning

Interactive learning is an approach to query generation that aims at combining automated learning with the knowledge of a domain expert (the user in the above example scenario). The goal is to produce queries of high quality while using the knowledge of the domain expert as efficiently as possible, since human time is normally a very expensive resource. The expert annotates some data, but not necessarily very much. The annotated data is used to learn a query. The expert then views the results of running the query on a test data set and gives additional input to the learning system. This process is iterated until the expert is satisfied.

The concept of iterative learning has been studied extensively by, e.g., Small (2009), whose thesis looks at how interactive learning can be applied to a number of different learning tasks, focusing on NLP applications. It concludes that interactive learning can substantially assist a domain expert in encoding world knowledge into the learning process. Importantly, Small writes that “interactive encoding of modelling information through feature engineering often leads to better performance than simply acquiring additional labeled data.” He demonstrates the effectiveness of interactive learning on a semantic role labeling and an information extraction task.

3. Node-selecting tree transducers

Syntactic information that has been extracted from natural language is generally tree-shaped. Whether phrase structure parsers or dependency parsers are used, the resulting structures are trees, see, e.g., (Klein and Manning, 2003; de Marneffe et al., 2006; Kübler et al., 2009).
There is already an extensive literature on machine learning for regular tree languages, see, e.g., (Drewes and Högb erg, 2003; Drewes, 2009). Much less has been written, on the topic of interactive learning for these structures but there are some notable exceptions, primarily from the field of web wrapper induction.

In an article on Interactive learning of node selecting tree transducers, Carme et al. (2007) tackle the problem of learning web wrappers. Their approach is to limit the power of the query language. In this setting, a node-selecting tree transducer is a deterministic finite unranked tree automaton except that it marks all nodes that have been visited in an accepting state. The subtrees of such nodes are then selected and extracted.

The authors present two algorithms, one for learning a node-selecting transducer from fully annotated data and one for learning interactively from partially annotated data. By fully annotated data, they mean a set of HTML documents in which all elements that should be selected by the extractor are marked (and no other elements are marked). Given such data, an RPNI-style1 algorithm is employed to infer a deterministic tree automaton. The standard RPNI algorithm is modified slightly to make sure that the merging of states is conditional not only on preservation of determinacy, but also on the preservation of functionality. Internally, the system works with stepwise tree automata (Carme et al., 2004). These are automata that work on the so-called curried binary encoding of unranked trees. The reason for this is that it is difficult to find a suitable notion of bottom-up determinism for unranked tree automata, particularly one that allows for unique minimisation (Martens and Niehren, 2007). In a setting where ranked trees are sufficient, standard deterministic tree automata can be used instead.

The authors also present an algorithm in the spirit of Angluin’s MAT-learning (Angluin, 1987) for learning the transducer from partially annotated data. It introduces so-called Correct Labeling Queries. The learner presents the teacher with a tree in which some nodes are selected. The teacher either answers that the annotation is correct or points to a node that is selected although it shouldn’t be or a node that is not selected although it should be. There are also equivalence queries similar to those of Angluin.

Rather than working with tables, as the original MAT-learning algorithm (Angluin, 1987) and previous variants for tree languages (Sakakibara, 1990; Drewes and Högb erg, 2003), the algorithm gradually builds a selection of fully annotated trees and uses the previously discussed RPNI algorithm to construct hypothesis transducers.

The algorithm is implemented in the SQUIRREL information extraction system. Here, the end-user can design queries using a graphical user interface.

4. Current and future work

The usefulness of a system such as the proposed is best evaluated empirically. We are therefore currently in the process of building a prototype implementation of the system. It is based on using a phrase structure parser, ranked trees and deterministic bottom-up tree automata.

Once this prototype is in place, we will make a first evaluation of its general usefulness. We will also try out variations. In particular, the current architecture works with ranked trees, which may not be the best choice, since trees representing syntactic structure can in most models have unlimited branching. If this turns out to be a problem, we plan on switching to unranked trees and make use of stepwise tree automata. This was used for HTML trees by Carme et al. (2007).

Another question is to which extent the actual words should be taken into account. A user may want to search for phrases of a certain structure, but only those where the main verb is “run”. The current architecture only allows us to take all words or no words at all into account. We plan on implementing a feature that lets the user mark, in each example sentence, the words that are of interest.

We can also imagine a scenario where the user wants to search for all sentences of a certain structure that contain, e.g., a color. For this to be possible, the system will have to be able to group words together. In a later version, we plan on integrating ontologies into the system, making it possible, after seeing example sentences that mention, e.g., “green” and “blue”, to conclude that a sentence containing the word “red” may also be of interest.
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