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Abstract
Semantic role labeling has become a key module of many language processing applications. To build an unrestricted semantic
role labeler, the first step is to develop a comprehensive proposition bank. However, building such a bank is a costly enterprise,
which has only been achieved for a handful of languages. In this paper, we describe a technique to build proposition banks
for new languages using distant supervision. Starting from PropBank in English and loosely parallel corpora such as versions
of Wikipedia in different languages, we carried out a mapping of semantic propositions we extracted from English to syntactic
structures in Swedish using named entities. We could identify 2,333 predicate—argument frames in Swedish.

1. Introduction

Semantic role labeling has become a key module of many
language processing applications and its importance is
growing in fields like question answering (Shen and Lapata,
2007), information extraction (Christensen et al., 2010),
sentiment analysis (Johansson and Moschitti, 2011), and
machine translation (Liu and Gildea, 2010; Wu et al.,
2011). To build an unrestricted semantic role labeler, the
first step is to develop a comprehensive proposition bank.
However, building proposition banks is a costly enterprise
and as a consequence of that, they only exist for a handful
of languages such as English, Chinese, German, or Spanish.
In this paper, we describe a technique to build proposition
banks for new languages using distant supervision.

Distant supervision is an alternative to unsupervised and
supervised approaches that was introduced by Craven and
Kumlien (1999). They used a knowledge base of existing
biological relations, automatically identified sentences con-
taining these relations, and could train a classifier to rec-
ognize the relations. Distant supervision has been success-
fully transferred to other fields. Mintz et al. (2009) describe
a method for creating training data and relation classifiers
without a hand-labeled corpus. The authors used Freebase
and its binary relations between entities, such as (/loca-
tion/location/contains, Belgium, Nijlen). They extracted
entity pairs from the sentences of a text and matched them
to those found in Freebase. Using the entity pairs, the rela-
tions, and the corresponding sentence text, they could train
a relation extractor.

2. Distant Supervision to Extract Semantic
Propositions

We designed a method to build a Swedish proposition bank
using distant supervision. Starting from an existing propo-
sition bank, ProbBank in English (Palmer et al., 2005), and
loosely parallel corpora such as versions of Wikipedia in
different languages, we carried out a mapping of the se-
mantic propositions we extracted from English to syntactic
structures in the target language. We parsed the English edi-
tion of Wikipedia up to the predicate—argument structures
using a semantic role labeler (Bjorkelund et al., 2010) and
the Swedish Wikipedia using a dependency parser (Nivre

et al., 2006). We extracted all the named entities we
found in the propositions and we disambiguated them us-
ing the Wikidata nomenclature. Using recurring entities,
we aligned sentences in the two languages and we identi-
fied 2,333 predicate—argument frames in Swedish.

Similarly to Mintz et al. (2009), we used an external re-
source of relational facts and we matched the entity pairs
in the relations to a Swedish text corpus. However, our
approach substantially differs from theirs by the form of
the external resource, which is a parsed corpus. To our
best knowledge, there is no Swedish repository of relational
facts between entities in existence. Instead, we semanti-
cally parsed an English corpus, in our case the English edi-
tion of Wikipedia, and we matched, article by article, the
resulting semantic structures to sentences in the Swedish
edition of Wikipedia.

We believe that by only using pairs of corresponding
articles in different language editions and, hence, by re-
straining cross-article supervision using the unique identi-
fiers given by Wikipedia, we can decrease the number of
false negatives. We based this conviction on the observation
that many Swedish Wikipedia articles are loosely translated
from their corresponding English article and therefore ex-
press the same facts or relations.

3. Architecture

Our system consists of three parts:

e The first one parses the Swedish Wikipedia up to the
syntactic layer and carries out a named entity identifi-
cation.

e The second part carries out a semantic parsing of the
English Wikipedia and applies a named entity identi-
fication.

e The third part aligns propositions having identical
named entities in both languages using the Wikidata
Q number.

To complete these tasks, we used a Hadoop-based architec-
ture, Koshik (Exner and Nugues, 2014), that we ran on a
cluster of 12 machines.

Given the sentences:



Cologne is located on both sides of the Rhine
River

and
Koln ligger pa bada sidorna av floden Rhen,

Figure 1 shows the parsing results in terms of
predicate—argument structures for English, and func-
tions for Swedish. = We identify the named entities
in the two languages, Cologne and Rhine, respec-
tively, Koln and Rhen, link them to their Wikidata
identifiers, http://www.wikidata.org/wiki/Q365  and
http://www.wikidata.org/wiki/Q584, and finally align
the predicates and arguments. We obtain the complete
argument spans by projecting the yield from the argument
token. If the argument token is dominated by a preposition,
the preposition token is used as the root token for the
projection.

Cologne SBJ Q365 A1 _|}---#i_ A1 _:Q365 SS Ko
is ROOT .--¥» ligga.01 ROOT ligger
located ~ VC locate.01°”  TAM-LOC: RA pa
on Loc AM-LOC : : DT  bada
both  NMOD L : PA  sidorna
sides  PMOD | ! ET av
of  NMOD DT  floden
the  NMOD e Q584 PA  Rhen
Rhine  NAME Q584
River PMOD

Figure 1: Outline of the distant supervision process.

4. Named Entity Disambiguation

Named entity disambiguation (NED) is the core step to an-
chor the parallel sentences and propositions with distantly
supervised techniques. NED usually consists of two steps:
extract the entity mentions, usually noun phrases, and if a
mention corresponds to a proper noun — a named entity —,
link it to a unique identifier.

For the English part, we used Wikifier (Ratinov et al.,
2011). There was no similar disambiguator for Swedish
and we implemented one: NEDforia. In addition, as most
disambiguators are designed for English and require re-
sources that do not exist for Swedish, we created a specific
algorithm.

NEDforia starts from a Wikipedia dump and automati-
cally collects a list of named entities from the corpus. It
then extracts the links and contexts of these entities to build
disambiguation models. Given an input text, NEDforia rec-
ognizes and disambiguates the named entities, and anno-
tates them with their corresponding Wikidata number.

5. Results and Future Work

By aligning 17,115 English sentences with 16,636 Swedish
sentences, we managed to generate 19,121 proposi-
tions from which we extracted 2,333 Swedish predicate—
argument frames'. Tables 1 and 2 show, respectively, an

'These predicate—argument frames are available at

http://semantica.cs.lth.se

Property Count
English articles 4,152,283
Swedish articles 2,792,089
Supervising sentences (English) 17,115
Supervised sentences (Swedish) 16,636
Number of supervisions 19,121
Generated frames 2,333

Table 1: An overview of extraction statistics.

Swedish predicate  English predicate  Count
vinna.01 win.0l 125
folja.01 follow.01 107
bli.01 become.01 93
spela.01 play.01 67
ligga.01 locate.01 55
flytta.01 move.0l 55
forekomma.Ol find.O1 41
foda.02 bear.02 41
anvinda.0l use.0l 39
sldappa.01 release.01 37

Table 2: The ten most frequent Swedish frames.

overview of the extraction statistics and the predicate names
of the ten most frequent Swedish frames.

We aligned the sentences using entities and frequency
counts to select the most likely frames. While this rela-
tively simple approach could be considered inadequate for
other distant supervision applications, such as relation ex-
traction, it worked surprisingly well in our case. We believe
this can be attributed to the named entity disambiguation,
which goes beyond a simple surface form comparison and
uniquely identifies the entities used in the supervision. Sim-
ilarly, we go beyond distant supervision that uses infobox
relations, and instead form new predicates with different
senses. Using infobox relations would have limited us to
relations already described by the infobox ontology.

Since our technique builds on repositories of entities
extracted from Wikipedia, such as DBpedia (Bizer et al.,
2009) and YAGO2, one future improvement could be to
exploit the semantic information residing in these reposi-
tories. Another possible improvement would be to apply
a coreference solver to anaphoric mentions to increase the
number of sentences that could be aligned.
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